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ABSTRACT
In this paper, actual research of the multilayered networks will be presented. The multilayered networks will become an important

phenomenon in an upcoming new generation of 5G networks. In the near future, new network technologies, Internet of Things (IoT) and
Smart Cities will reveal new possibilities of 5G networks. These networks along with IoT are considered a promising technology that
interconnects different types of networks into one fully functional network. Part of those networks will be also Mobile Ad-Hoc Networks
(MANET), Wireless Sensor Networks (WSN) and Fly Ad-Hoc Networks (FANET). The aim of this paper is to present the concept of a
multilayered network model consisted of networks mentioned above. The simulations prove, that such a model is able to provide better
data rates, delivery time and save some energy due to the lower number of hops.
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1. INTRODUCTION

Upcoming 5G networks bring new opportunities and
different view on today’s networks. The new phenomenon
known as IoT will make the Internet more and more com-
plex, smart and pervasive. All these will lead to complex
networks, that will be part of smart homes or even smart
cities. To build such a complex network, different types
of networks and communication technologies will be in-
terconnected into one functional network. Those networks
could be MANET, WSN or FANET, which can be intercon-
nected as a multilayered network model.

The IoT can be simply seen as a sensor network, that
collects data sensed from the environment. For these pur-
poses, WSN networks could be applied. Since nodes in
WSN are resource-constrained and usually communicates
in low data rates, nodes of the MANET network could
speed up important data delivery [1]. MANET nodes do
not have strict resource constraints and support higher data
rates. With the mobility of MANET nodes, important data
for processing collected by sensor nodes could be delivered
faster. However, the mobility of MANET nodes sometimes
causes a network to split into isolated subnetworks. be-
cause of this split, nodes in isolated subnetworks are not
able to communicate with nodes from other subnetworks.
This problem could be solved by flying objects (FO) of
FANET, which reconnect subnetworks again. FOs could
also collect data from different regions, where WSN and
MANET nodes are applied.

Such a multilayered network scenario could be used not
only in Smart cities but also as a disaster scenario. To pre-
vent scenarios like earthquake, tsunami, volcano or floods,
WSN sensors can be applied in an environment in order
to recognize and forecast the occurrence of natural disas-
ters [2]. Data from sensors will be processed by central
in the cloud. But when disaster appears, it is important to
act quickly. Emergency data needs to be delivered fastest
as possible. Since WSN networks are the low data rate
networks, MANET and FANET could speed up commu-
nication and emergency data delivery. The advantages of

MANET and FANET networks in disaster scenarios are
well known. Therefore, multilayered networks will play an
important role in the near future with the capability to save
a lot of people’s lives.

2. THE CONCEPT OF MULTILAYERED NET-
WORK

The proposed multilayered concept of the network is
composed of three layers, that accommodate three different
types of wireless networks. Networks used in this multi-
layered concept are WSN, MANET, and FANET. The main
idea is to interconnect three separate networks to one func-
tional network, that is possible to see in Fig.1. For exam-
ple, in a disaster scenario, WSN sensor that encounters the
emergency situation need to deliver its data to the process-
ing center in the cloud as fast as possible. Since the commu-
nication in WSN layer is relatively slow, with the multilay-
ered model it uses its nearest sensor gateway to the MANET
layer. MANET nodes utilize higher data rates and they are
not resource-constrained as WSN sensors. If the nodes of
MANET does not have direct connectivity to the process-
ing center in the cloud, emergency data are sent through the
MANET gateway node to the FO of FANET network. FOs
are able to operate at longer distances in a multi-hop man-
ner. Emergency data are transferred through FANET net-
work to the MANET sub-network with connectivity to the
processing center in the cloud. This solution could deliver
emergency data faster than WSN network. The multilay-
ered concept could be also used as data harvesting when
WSN sensors can be deployed in different environments
without direct connectivity to the processing center. The
MANET and FANET nodes could collect data from WSN
and deliver them.
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Fig. 1 The Concept of Multilayered Network Routing

2.1. The WSN network layer

The first layer consists of low energy wireless sensors
of WSN network, where they operate in a multi-hop ad-
hoc manner. Sensors of the WSN network are resource-
constrained devices, that usually operate at low data rates in
order to keep power consumption down. Therefore, com-
munication among sensors is realized by IEEE 802.15.4
ZigBee at the link layer, which enables sensors to commu-
nicate over distances up to about 10 meters and with max-
imum transfer data rates of 250 Kbps. Newest embedded
devices are able to communicate with lower transfer rates
of 20 and 40 Kbit/s [3]. There are two types of sensors in
WSN network. First is a regular sensor that collects mea-
sured data and communicates with other sensors through
standard WSN protocol like [4]. Second are WSN gateway
sensors, that are able to communicate with MANET nodes
and processing center in the cloud. Gateway sensor uses
two protocol stack, IEEE 802.15.4 for sensors communica-
tion and IEEE 802.11 for MANET communication [5]. To
connect gateway sensor nodes to the cloud on the Internet,
6LowPan protocol is used between the routing layer and
MAC layer [6, 7].

2.2. The MANET network layer

The second layer consists of MANET nodes, that could
be wireless devices like smartphones, laptops, PDAs and
other. These nodes are not strictly resource-constrained and
enable higher data rates through the IEEE 802.11 link layer
standard. As a compatible routing protocol, IPv6 enabled
DSR protocol [8] is used in order to keep compatibility
with WSN layer. Every MANET nodes are therefore en-
abled to communicate with WSN gateway nodes. To en-
able MANET nodes to communicate with FANET network,
MANET network needs to be divided into clusters. The
division into clusters can be performed by Particle Swarm
Optimization algorithm (PSO) [9]. Each cluster chooses
its cluster head, that act as a gateway to the FANET. Both
MANET gateway and FANET FO utilizes the IEEE 802.11
standard.

2.3. The FANET network layer

The third layer consist of FO, also knowns as un-
manned aerial vehicles (UAVs). Those FOs are flying above
MANET and WSN networks. Nodes of the MANET net-
work are divided into the clusters. FOs covers these clusters
in order to communicate with MANET cluster head, that act
as MANET gateway. FO could use IEEE 802.11 standard,
that allows communication with MANET nodes and among
FOs. Communication among FOs is provided by FANET
routing protocols, for example, a hybrid routing protocol
for the A2A links like AODV or OLSR [10]. Since FOs are
significantly higher than the MANET and WSN nodes, ra-
dio range distances are much higher (up to 250 m) because
of direct sight without any obstacles. With the utilization of
two protocol stack, FOs could also use other communica-
tion standards like IEEE 802.16 WiMAX. With WiMAX,
FOs are able to communicate above 10 MBps with a dis-
tance up to 10 km [11].

All three layers are working independently except for
emergency situations. Interconnection and inter-layer com-
munication are based on network gateways. Sensors of
the WSN network chooses its gateway nodes, which op-
erates with a higher energy level than the non-gateway
node. MANET nodes choose their gateway nodes as well.
Based on the location of the MANET gateway node, FOs
of FANET are able to focus its flying plan and antennas.
Therefore, routing protocols need to be carefully evaluated
in future research.

3. SIMULATIONS

In this section, the simulations of the multilayered net-
work model will be described. The main focus of the sim-
ulations was to show advantages of the multilayered net-
work model over conventional WSN network. Therefore,
the simulation scenario consists of two networks. The first
simulated network was WSN network consisted of 400, 500
and 600 sensor nodes. These nodes were placed on an area
of 200 x 200 meters. In this network, an energy-aware QoS
routing protocol for wireless sensor networks was used [4].
For this reason, the gateway sensors have been selected
from conventional sensors so that each sensor is able to
reach the nearest gateway sensor at least at 2 hops. The
source sensor node always looking for the nearest gateway
sensor. Then the data are transported through the gateway
sensors by Dijkstra shortest path algorithm to the Access
Point, which is basically the gateway to the Cloud. The
shortest path is calculated based on the highest data rates
on the links. For each link, the data rate value is randomly
generated from the range of 30 Kbps +- 50%. The radio
range of WSN nodes was set to 10 meters. The example of
this simulation is possible to see on fig.2
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Fig. 2 The Example of conventional WSN network simulation

The second network was a multilayered model con-
sisted of WSN, MANET and FANET network. WSN layer
consisted of 400, 500 and 600 sensor nodes in the area of
200x200 meters. The 12 gateway sensors were chosen from
conventional sensors in order to cover the area evenly. The
gateway sensors are using a second protocol stack, so they
are able to communicate with MANET nodes on the second
layer. Radio ranges and data rates were chosen the same as
in the first conventional WSN scenario. In all simulations
of the multilayered network model, 50 MANET nodes were
used with the 40-meters radio range and with data rates ran-
domly generated from the range of 100 Mbps +- 50%. If
the WSN source node sends the urgent data, it looks for the
nearest gateway sensor. If the Access Point to the cloud
is not directly connected, the gateway sensor sends data
to the nearest MANET node. If the Access Point is con-
nected to the MANET network, the data are sent to the Ac-
cess Point via Dijkstra shortest path algorithm based on data
rates on the links. If the Access Point is not connected to
the MANET network and there is a FANET network avail-
able, data are sent to the FANET layer. In the MANET
layer, the PSO clustering algorithm is performed in order to
divide MANET nodes to clusters, that are later covered by
drones. In each cluster, the cluster head is selected based
on the highest node degree. The cluster head is acting as
a MANET gateway node to the FANET. FANET drones in
this simulation scenario are communicating through IEEE
802.11n with a radio range of 200 meters and 250 Mbps +-
50% data rate on links. After conventional MANET node
is not able to find Access Point in the MANET network, it
looks for the nearest MANET cluster head and it sends data
to it. MANET cluster head that sends data to the drone,
which routes data to the nearest drone via Dijkstra short-

est path algorithm based on data rates on links, that cov-
ers MANET network with connection to the Access Point.
Data are then directed to the MANET cluster head of the
MANET network with connection to do Access Point and
then through MANET nodes to the destination. The ex-
ample of multilayered model simulation is possible to see
in Fig.3. Detailed situation is possible to see in Fig.4 and
Fig.5. In both simulation scenarios, 100 Kb of data was
sent from the source WSN node to Access Point.
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Fig. 3 The example of multilayered network model simulation.
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3.1. Simulation Results

In this section will be presented results based on the de-
scribed simulations. In all simulated scenarios number of
WSN nodes changes from 400,500 to 600 with the same
positions of nodes in all simulations. The presented results
are average numbers calculated from 100 simulation runs.

The first result is oriented on average delivery time
in Fig.6. It is possible to see, that multilayered (WSN
MANET FANET) network model obtains dramatically bet-
ter time values than convention WSN network in all scenar-
ios.
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Fig. 6 Average delivery time of 100 Kb message

In the second result (Fig.7), that is oriented on the av-
erage number of hops is possible to see the same behavior.
The number of hops in the multilayered network model is
better in all scenarios. Since the energy for each re-routing
and hop is needed, it is also possible to assume, that with a
lower number of hops for the multilayered network is pos-
sible to save some amount of energy.
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Fig. 7 Average number of hops on the path from source node to
AP.

The third result is presented in the form of table 1. In
this table is possible to see average data rates on the rout-
ing paths in Mbps. In conventional WSN network, data
rates are around 0,03 Mbps, whereas in multilayered net-
work model data rates are significantly higher, from 49 to
83 Mbps. These data rates are also helping the multilayered
model to achieve better delivery times.

Table 1 Average data rate (Mbps) of 100 Kb data delivery.

Average Data Rate [Mbps] WSN WSN MANET DRONET

400 WSN nodes 0,0293 83,03

500 WSN nodes 0,0302 64,67

600 WSN nodes 0,0307 49,94

.

4. CONCLUSION

In this paper, the concept of multilayered network rout-
ing was proposed. Interconnection of different types of net-
works like MANET, WSN, and FANET will be a common
phenomenon of upcoming 5G networks. The concept could
be utilized in many different areas of the new generation
network and also useful in disaster scenarios. The concept
is right now under the deep theoretical scope and the fur-
ther simulations are built on the basis of acquired knowl-
edge. Based on actual simulations is possible to say, that
the multilayered network model is able to provide multiple
advantages over conventional WSN network when urgent
data needs to be delivered quickly or the network is discon-
nected into separate islands. In future research, the concept
will be implemented and tested in the real world with real
devices.
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