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ABSTRACT 
In this paper, a subband coding system consisting a combination of analysis filter bank, vector quantizer and trellis coding is 

designed. For the analysis filter bank, which decompose an input signal spectrum to bands we used a design method of cosine 
modulated filter bank with the perfect reconstruction. The analysis filters are obtained by cosine modulation of a prototype filter with 
the transfer function H(z), which optimization is performed right through the two-channel lossless lattice structure. Next block in this 
coding system is the vector quantizer with a full search, which perform   quantization in the subband domain. The final block of the 
designed subband coding system is the block of trellis coding. This uses a block structured codebook of the vector quantizer with 
an extended set of the quantization vectors in accordance with Ungerboeck’s theory of clustering the set. 
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1. INTRODUCTION 

The subband coding of signals belongs to one of 
effective compression methods by means of which the 
high quality of coding at low bit rates is achieved [1-4]. 
The subband coding system (SBCS) can be divided into 
two basic subsystems. The first one is the subsystem of 
analysis/synthesis [5-7], which contains the synthesis filter 
bank at the receiving side. Codecs [8-10] are the other 
subsystem, which contain all operations necessary for 
coding and decoding of subband signals obtained from the 
analysis/synthesis subsystem. Both parts must be designed 
very carefully because to imperfection of the 
implementation in both subsystems decreases a coded 
signal quality. Under a low bit rates, the characteristics of 
the analysis/synthesis system much sensitively affect a 
general distortion of the coded signal. In this paper is 
designed the subband coded system, that consists of a 
combination analysis filter bank, vector quantization and 
trellis coding as shown in Fig. 1.  

 

Fig. 1  Subband vector quantization with trellis coding  

Next block of the coding system is the vector quantizer 
(VQ) with full search [11], [12] which realises 
quantization in the subband domain. Such VQ achieves 
higher efficiency of quantization the subband signals 
compared to scalar quantization. Final block of the 
designed subband coding system is the block of trellis 
coding. This block makes use of the structural codebook 
respectively reproduction alphabet of VQ with advanced 
set of quantization vectors, according to Ungerboeck’s 
theory dividing set [13]. Then, in process of trellis coding 
[14], [15] the expanded number of quantization vectors is 
limited according to the required speed of transmission. 

2. COSINE MODULATED FILTER BANKS WITH 
PERFECT RECONSTRUCTION 

In general, the analysis filter bank can be expressed in 
matrix form [16] (N = 2mK, m ≥ 1) as  
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where K is the number of channels and C is a K x 2K  
cosine modulation matrix with elements 
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Then implementation of the analysis filter bank 

described by eq. (1) is shown in Fig. 2, where functions 
Gq(z) are the type 1 polyphase components [17] of a 
linear-phase prototype filter   
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In cosine modulated filter banks, the analysis filters 

Hk(z) and the synthesis filters Fk(z) are obtained by the 
cosine modulation of  low-pass prototype filter H(z) as 
follows 

( )⎡ − ⎤⎛ ⎞= + − + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
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where hk(n) and fk(n) are the impulse responses of Hk(z) 
and Fk(z), respectively. From eq. (4) and (5), we can 
verify that the analysis and synthesis filters are related as  
 

k kf ( n ) h ( N 1 n )= − −        and 
( N 1 )

k kF ( z ) z H ( z )− −=     for 0 k K 1≤ ≤ −      (6) 
 

 
a) 

 

 
 

b) 
 

Fig. 2  a) Polyphase implementation of the cosine-modulated 
analysis filter bank, b) The desired response 

 of the prototype H(z) 
 

The  tilde  accent  on  a  function   Hk(z)  means   that 
( )kH z = ( )1

kH z− . The overall transfer function T(z) of 
the analysis/synthesis system, has linear phase. However, 
the filters Hk(z) and Fk(z) do not have linear phase. Using 
type 1 polyphase decomposition,  A(z) can be expressed as 
 
A(z) = E(zK)eK(z)         (7) 

 
where E(z) is the polyphase component matrix of the filter 
bank and T

K ( z )e  = 1 ( K 1 )1 z . . . z− − −⎡ ⎤⎣ ⎦ . The loss-
lessness of the polyphase component matrix is sufficient 
to ensure that the analysis/synthesis system satisfies 
perfect reconstruction. E(z) is lossless if and only if 
appropriate pairs of polyphase components of  H(z) are 
power complementary i. e.  
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Since the prototype H(z) is linear phase and its length 
is N = 2mK, we have the following relation  between the 
polyphase components of H(z)   
 

( m 1 )
k 2K 1 kG ( z ) z G ( z ) , 0 k K 1− −

− −= ≤ ≤ −       (9) 

Each of pairs {Gk(z), GK+k(z)} can be designed by 
using a separable two– channel lossless lattice. For any K, 
the number of two–channel lossless lattice needed for 
design of the prototype filter H(z) is K 2⎢ ⎥⎣ ⎦  (where 
brackets are Gaussian’s) because of symmetry given by 
eq.(9). The k-th lattice yields the power complementary 
pair {Gk(z), GK+k(z)}. Its parameters are denoted as θj,k , 
where the index  j  refers to the particular lattice section. 
The transfer function between the input of the lattice and 
the output of the p-th lattice section is denoted by a 
superscript p. The lattice transfer functions are initialized 
as 

 
( )0
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2
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A typical four- multiplier implementation of the p-th 

lattice section of the k-th lattice has the parameters ck,p = 
cos θk,p, sk,p = sin θk,p.  If the length of the prototype is  N 
= 2mK, then each of 2K polyphase components has length 
m. This implies that each lattice has (m – 1) sections, 
involving a total m unknown parameters [θk,0, θk,1 , …, θk, 

(m–1)]. Hence the total number of parameters to be 
optimized is m K 2⎢ ⎥⎣ ⎦ . 

3. FULL SEARCH VECTOR QUANTIZATION  

The basic quantization problem considered in the 
sequel is the following. Let X be a k-dimensional random 
vector, Q denotes a mapping of a vector quantizer and 
Y = Q(X) its output generated by one quantization vector 
bi from N-vector reproduction alphabet. The mapping Q is 
to be selected to minimize the mean squared error per 
dimension [12]. 
 

( )2 21 ( )q E
v
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where E is statistical mean value. 

Necessary conditions for an optimum VQ (OVQ) with 
full search of its reproduction vectors may be easily 
derived. In summary, associated with each quantizer 
output vector bi is a nearest neighbour partition cell Ai, i = 
1, ..., N, satisfying 
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For each partition cell Ai, bi is the conditional mean 
 

( )/bi iE A= ∈X X       (13) 
 

The necessary conditions (12) and (13) provide the 
bases of the iterative LBG vector quantizer design 
algorithm. Since analytical or numerical computation of 
(13) is not feasible, a random number generator is used to 
produce a training sequence (xn, n = 1, ..., T), representing 
the distribution of random vector X (or, for a physical 
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source of interest such  as  image, an appropriate training 
sequence is selected from available data). Given an initial 
set of output vectors (bi, i = 1, ..., N), (12) can be applied 
to the training sequence and the various xn assigned to 
cells Ai of partition. Equation (13) can then be solved for a 
new set of quantizer output vectors. These output vectors 
are in general different from the initial values and can be 
used again in (12) with the training sequence to reassign 
each xn to a new partition. Iterating between (12) and (13) 
provides a nonincreasing distortion, and the algorithm 
eventually converges to a locally optimum design. The 
basic idea of the LBG algorithm [11] is quite simple and 
can be summarized for an unknown distribution training 
sequence as follow: 
1. Let N is number of quantizer output vectors, 

distortion threshold ε ≥ 0, assume an initial N-vector 
reproduction alphabet B0 and a training sequence xn, 
n=1, ..., T, and r is the number of iterations set to 
zero. 

2. Given Br = (bi, i = 1, ..., N), find the minimum 
distortion partition P(Br) = (Ai , i = 1, ..., N)  of the 
training sequence : xn ∈ Ai  if  d(xn , bi ) ≤ d(xn , bj ), 
for all j, where d denotes a distance. Compute the 
time average distortion 
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Br final reproduction alphabet, otherwise continue. 
4. Find the optimal reproduction alphabet  

 
B[P(Br)] = [ bi(Ai), i = 1, ..., N] for P(Br) where 
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5. Set Br+1 = B[P(Br)] and increment r to r + 1 and go 

to item 2. 
 
In the above iterative algorithm, an initial reproduction 

alphabet B0 was assumed in order to start the algorithm. 
There are a number of techniques to obtain the initial 
codebook. The simplest technique is to use the first widely 
spaced words from the training sequence. Another 
technique uses a splitting method where the centroid for 
the training sequence was calculated and split into two 
close vectors. These centroids or the reproduction vectors 
for the two partitions were then calculated. Each resulting 
vector was then split into two vectors and the above 
procedure was repeated until an N-vector initial 
reproduction alphabet was created. Splitting was 
performed by adding a fixed perturbation vector k to each  
vector bi producing two new vectors bi+ k, bi – k. 

4. TRELLIS CODING FOR VECTOR 
QUANTIZATION 

The basic idea behind trellis coding for vector 
quantization (TCVQ) is the following: Assume that we 
want to vector quantize a stationary vector source at the 
rate of n bits per vector. Performing quantization directly 

on this vector source would require OVQ with full search 
of Kn2  reproduction vectors (codevectors), where K is a 
dimension. The OVQ may represent any source vector 
with any of available codevectors. The idea behind TCVQ 
[13] is to first quantize the source more finely with  +Kn k2  
codevectors. Of course this would exceed the allocated 
rate, so we cannot have a free choice of symbols at all 
times. In our case we take k = 1 and the TCVQ has 

+Kn 12 codevectors (i.e. twice that of the OVQ), but only a 
subset of size Kn2 of these codevectors may be used to 
represent a source vector at any instance of time. 

The vector codebook of +Kn 12 codevectors is 
partitioned into subset of −Kn 12 codevectors, each 
generating four sets. For example n = 2 bits, see Fig. 3. 
The subsets are designed such that each of them represents 
reproduction vectors of a coarser bit rate (n-1) quantizer. 
The four subsets are designated D0, D1, D2 and D3. Also, 
define S0 = D0 ∪ D2 and S1 = D1 ∪ D3, where S0 and S1 
are known as supersets [14], [15]. 

 

 
 

Fig. 3  Codebook of TCVQ and its supersets 
 

Obviously, the rate constraint prohibits the 
specification of an arbitrary codevector out of 

+Kn 12 codevectors. However, it is possible to exactly 
specify, with n bits, one element out of either S0 or S1. At 
each input vector, assuming we know which one of the 
superset to use, one bit can be used to determine the active 
subset, and n-1 bits to specify a codevector from the 
subset. The choice of superset is determined by the state 
of finite state machine, described by a suitable trellis. An 
example of such a trellis, with eight states, is given in Fig. 
4. The subsets {D0, D1, D2, D3} are also used to label the 
branches of the trellis, so the same bit that specifies the 
subset (at a given state) also determines the next state of 
the trellis. 

 

Fig. 4  Eight state trellis 

Encoding is achieved by spending one bit per sample 
on specifying the path trough the trellis, while the 
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remaining n-1 bits specify a codevector out of the active 
subset. We have more codevectors than a non optimal 
bitrate - n quantizer, because there is some freedom of 
choosing from codevectors of either S0 or S1. Of course 
this choice is not completely free: the decision made at 
each input vector is linked to decisions made at past and 
future input vectors, through the permissible paths of the 
trellis. But it is this additional flexibility that leads to the 
improved performance. The function of the TCVQ 
encoder is to find the best possible reproduction for any 
given sequence of source vectors. Specifically, for a 
search depth of L, the encoder looks for the sequence of 
codevectors on the L-state trellis that is at minimum 
Euclidean distance from the given sequence of L source 
vectors. Each sequence of codevectors on the trellis is 
specified by a path (a connected sequence of L branches) 
and the choice of codevectors from the subcodebooks 
associated with the branches. For a given sequence of 
source vectors, the encoder uses the well-known Viterbi 
algorithm to find the best sequence of codevectors. Then it 
releases all the LnK bits specifying this sequence at the 
end of the L-state trellis, which the decoder uses to 
generate the reproduction. The process is then repeated for 
the next L source vectors. 

For design algorithm of TCVQ, the main goal of the 
partitioning step is to provide subsets of codevectors with 
maximal minimum distance within each subset. The 
overall set of codevectors is partitioned in several stages 
such that a binary tree of subsets of codevectors is 
generated. The two descendent nodes of any internal node 
of the tree form a partition of the subset at that node. The 
subsets at the leaves are assigned to the trellis branches 
according to the “mapping by set partitioning” method 
[18]. Given an initial OVQ codebook C of size N=2Kn+1, 
the distances between all possible pairs of codevectors are 
calculated and listed in a nondecreasing order along with 
the corresponding pairs. This gives a table with N x (N-
1)/2 entries, where the i-th entry corresponds to 
codevectors ib  and i'b  that are at distance 

2id ii b'b −= . 

First 0b  and 0b'  are placed in the subsets S0 and S1, 
respectively, and the first entry is removed from the table. 
Then the following basic step is repeated as many times as 
necessary until the size of one of the subsets, S0 or S1, 
reaches N/2, at which point the remaining unassigned 
codevectors (if any) are added to the other subset. The 
basic step involves looking for the entry with the smallest 
index i with one (but not both) of the two codevectors 
already assigned to either S0 or S1, followed by adding the 
unassigned code vector to the other subset. All entries 
with both codevectors assigned are removed from the 
table. To partition the overall OVQ codebook into subsets, 
the algorithm is first applied to overall codebook to 
partition it into two subsets, followed by applying it to 
these two subsets to generate four subsets and so on. The 
performance of TCVQ can be improved if its decoder is 
modified. The design algorithm for TCVQ coder is locally 
optimal. 

5. EXPERIMENTAL RESULTS 

The subband vector quantizer with trellis coding 
(TCSVQ) was simulated on a personal computer for the 

input sequence of 320 000 source samples, from which we 
could make input vectors of dimensions K = 8 or 16. The 
input training sequence of samples was generated by 
Gaussian Markovian random discrete process with zero-
mean value, unit-variance and correlation coefficient 

950,=ρ . 
The subband system analysis of TCSVQ has been 

proposed by the K-channel cosine modulated filter bank. 
Then the procedure for design of its prototype filter 
(length N = 2mK) involves the initialization of the 
parameters of the K 2⎢ ⎥⎣ ⎦  lattices and the optimization of 
these parameters [17]. Initialization of the parameters is 
carried out as follows 
 

             
4
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Having initialized all m K 2⎢ ⎥⎣ ⎦  parameters, they are 
then optimized using function “fmins“ [19] to minimize 
the objective function 
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where δ < π/2K. Using φ, the problem involves the 
minimization of the stopband energy yielding a minimum 
energy solution. 

After optimization according to eq. (16) and eq. (17), 
we have obtained the desired prototypes filters for 8 and 
16 channels. The impulse responses coefficients of the 
prototype filters  H(z)  for  K = 8, m = 2, δ = 0.001, with  
N = 32  and  K = 16,  m = 2, δ = 0.001, with N = 64 are 
given in the Tab. 1 and Tab. 2. The impulse responses 
coefficients for N = 32 and N = 64 are symmetrical, 
therefore only one-half of coefficients are in these tables. 

Table 1  Impulse response coefficients of prototype for  
N = 32 of a 8-channel modulated PR filter bank 

n 0 1 2 3 
h(n) -0.149026 -0.126144 -0.085469 -0.031739 

n 4 5 6 7 
h(n) 0.034676 0.112369 0.204445 0.305997 

n 8 9 10 11 

h(n) 0.411710 0.509722 0.599325 0.674428 

n 12 13 14 15 
h(n) 0.736843 0.787958 0.826120 0.845371 

 
For each of the two designs, the magnitude responses 

of the prototype are plotted in Fig. 5a and Fig. 5b. 
As can be seen from the designed filters (Tab. 1, Tab. 

2), length of the impulse responses of the prototype filter 
increases with channels number K. In comparison, the 
magnitude response of the prototype for N = 64, K = 16 
has better stopband attenuation then this one for N = 32, 
K = 8 as shown in Fig. 5a and 5b. 
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Table 2   Impulse response coefficients of prototype for  
N = 64 of a 16-channel modulated PR filter bank 

 
n 0 1 2 3 

h(n) -0.000016 0.000000 -0.000017 0.000001 
n 4 5 6 7 

h(n) -0.000001 0.000017 0.000000 0.000016 
n 8 9 10 11 

h(n) 0.000484 -0.000011 -0.000248 0.000307 
N 12 13 14 15 

h(n) 0.000309 -0.000253 -0.000011 0.000495 
n 16 17 18 19 

h(n) -0.045275 -0.011039 0.029469 0.015640 
n 20 21 22 23 

h(n) -0.015538 -0.028713 0.011266 0.047331 
n 24 25 26 27 

h(n) 0.682077 0.700498 0.709574 0.723018 
n 28 29 30 31 

h(n) 0.690477 0.703429 0.713480 0.728341 

 

 
a) 

 

 
b) 

Fig. 5  Magnitude responses of the prototype 
a) N = 32 , K = 8,  b) N = 64, K = 16 

Vector quantization in subband domain was carried 
out by using trellis coding. Its initial codebooks have been 
obtained by the full search optimization and consequently 
were partitioned according trellis algorithm. The depth of 
trellis was set down on L=10 and number of trellis state   
S = 4. The simulation results of TCSVQ, given by the 
signal to noise ratio (SNR) in decibels [dB] are presented 
in Tab. 3 and Tab. 4 for different K and n.  

It is evident from these tables, that at a given 
dimension K the SNR of TCSVQ increases with the bit 
rate n. Also, these results proof gradually increasing of  

SNR along with dimension of vector space at the same bit 
rate. For K = 16 and n = 0,25 bit/sample SNR of TCSVQ 
is about 0,53dB better, for n = 0,38 bit/sample about  
0,72dB better and for  n = 0,5 bit/sample about 1,29dB 
better then TCSVQ for K = 8.  

Table 3  The simulation results of TCSVQ for dimension equal 
8 and different bit rate n 

K = 8 SNR [dB] 

 n’ 
bit/vector 1 2 3 4 5 6 7 8 

n  
bit/sample 0,12 0,25 0,38 0,5 0,62 0,75 0,88 1 

TCSVQ X 6,23 8,52 10,1 11,4 12,5 13,5 14,6 

PVQ 2,85 5,16 7,61 9,31 10,5 11,6 12,7 13,6 

 

Table 4  The simulation results of TCSVQ for dimension equal 
16 and different bit rate n 

 
The obtained results were compared, too with those 

ones of primary vector quantization (PVQ) directly in 
signal domain. TCSVQ has better results than PVQ in all 
cases, approximately about 1 dB. When compared only 
results of PVQ for different v and the same bit rate, we 
can see that for K = 16 and   n = 0,25 bit/sample SNR of 
PVQ is about 0,65dB better, for n = 0,38 bit/sample about  
0,73dB better and for  n = 0,5 bit/sample about 0,87dB 
better then PVQ for K = 8. That means, these results of 
SNR do not increase gradually as for TCSVQ in 
dependence on dimension at the same bit rate.  

6. CONCLUSION 

In this paper, the subband coding system consisting of 
the combination analysis filter bank, vector quantizator 
and trellis coding is presented.  Foremost  were to be 
designed  by means of the optimization on a personal 
computer impulse responses of the prototype filters with 
transfer function  H(z) for K = 8, m = 2, δ = 0.001,  with 
N = 32 and K = 16, m = 2, δ = 0.001, with N = 64. The 
optimization was done directly on the lattice parameters. 
This enables us to optimize the prototype response, while 
it is guaranteed that the modulated filter bank will satisfy 
the PR property. Further the hierarchical structure of the 
lattice, which makes it flexible to increase the length of 
the prototype filter, was exploited in the design of 

K = 16 SNR [dB] 

 n’ 
bit/vector 1 2 3 4 5 6 7 8 

n 
bit/sample 0,06 0,12 0,19 0,25 0,31 0,38 0,44 0,5 

TCSVQ X 5,07 5,49 6,76 8,18 9,24 10,51 11,39 

PVQ 1,29 3,47 4,57 5,81 7,26 8,34 9,19 10,18 
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procedure. By means of those were next calculated the 
impulse responses hk(n) of cosine-modulated filter banks 
for 8 a 16 channels. 

 Consequently has been carried out the simulation of 
the subband vector quatization with trellis coding for the 
input consequence of 320 000 samples of Gaussian 
Markovian random discrete process with zero-mean value, 
unit-variance and correlation coefficient 0,95ρ = . The 
results of this simulation have been evaluated by means of 
the SNR for different K and n. From the experimental 
results be evident that SNR of TCSVQ increases both with 
a bit rate and with a dimension of vector space K. The 
obtained results were compared, too with those ones of 
primary vector quantization PVQ directly in signal 
domain. TCSVQ achieved better results than PVQ in all 
dimensions as well bit rates approximately about 1 dB. It 
may be applied as a good coding method for purpose of 
increasing its performance and so we get the efficient 
coding system which may be important part of digital 
processing and communication systems. 
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