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ABSTRACT 
The aim of this paper is to survey the feed-forward and self-organizing neural networks for the text document retrieval models, 

which retrieve text documents in a natural language. These models come from linguistic and conceptual approach of the text 
document analysis, where problems of document representation and document database creation are being solved. The proposed 
structure of the feed-forward and self-organizing neural network models solve the problem of the document retrieval by a user’s 
query which is transformed into the set of keywords. However, learning algorithm and neural network invariance, which comes from 
utilization of the chosen neural networks, enable the decrease of computational complexity for the language analysis of text 
document retrieval process. 
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1. INTRODUCTION 

 
Expansion of electronic documents processing started 

mainly by the introduction of internet and electronic 
libraries. Simultaneously to the great expansion of 
documents there appeared systems for the information 
retrieval from text documents in a natural language.  

Information retrieval system enables to obtain needed 
information from the text document set by means of a user 
query [2]. User sends a query to the information retrieval 
system; the system creates an inner representation of that 
query and transforms it into keyword set and then 
retrieves the relevant documents from the document 
collection. Association or context of query and document 
is known as document relevance. 

Information retrieval system is represented by a query, 
a document and an information retrieval model. The query 
can be represented by a pattern, keyword vector or by a 
structured query. Documents can be represented by an 
index, semantic network, ontology, etc. [2], in a set of 
document collection. 

 The manner in which the documents can be retrieved 
from the text document collection is described by the text 
document retrieval model. In the beginning there were the 
Boolean models, vector and probabilistic models; later 
also the neural network models were used [2, 6, 19].   

For the evaluation of the information retrieval models 
different parameters were used. From these parameters the 
most important is precision, recall, and relevance 
feedback. Precision and recall is based on a relevant 
document set evaluation in relation to the retrieved 
document set. Relevance feedback enables to modify 
given query and then make the information retrieval more 
qualified. The advantage of this approach is to make the 
document retrieval more transparent but the disadvantage 
is that at the beginning of this process the user needs 
always to give a query to which the user must find 
relevant documents alone.  

Systems that learn from relevance feedback are trying 
to modify the representation of the query, retrieval 
function or document representation [7, 8, 23]. Methods 
based on the modification of query representation enable 

to obtain more relevant information for new query by 
means of the older query. Methods based on the retrieval 
function modification enable to obtain new retrieval 
function to improve the retrieval process. The principle of 
the methods based on the document representation 
modification is to obtain better representation of the 
document collection. This methods use three main 
approaches [23].  First of them use the Brauen 
modification of document representation. A disadvantage 
of this method is the control deficiency over the learning 
process. This disadvantage is eliminated by the second 
approach which was solved by Bodoff stress function. The 
third approach uses probabilistic model. The principle of 
this approach is to learn the relation between each query 
and specific document from relevance feedback.  

There are two basic approaches in information 
retrieval, i.e. ad-hoc information retrieval and filtering 
information retrieval [2]. 

For description of the information retrieval systems 
were proposed a lot of models that enabled formalization 
of information retrieval processes. In the following text 
the paper deals with description of the models for 
information retrieval systems to obtain text documents in 
natural language.  
 
2. INFORMATION RETRIEVAL MODELS 

 
A lot of models for text document retrieval were 

proposed. Most often used is the Boolean model, the 
vector space model, the latent semantic model, the 
probabilistic model and also neural network models.  

Historically oldest is the Boolean model. It is based on 
the set theory and Boolean algebra [1, 7]. Documents are 
stored in the database by inverted index. The advantage of 
the Boolean model is its simplicity for document retrieval 
description; the disadvantage is its high complexity for the 
structured query definition. There are other disadvantages 
of this model, e.g. too many or too few documents in 
response to a query, the unability to sort documents by 
their relevance or not taking term frequency into account. 
Some of these problems solve the extended Boolean 
model [2, 7].  
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Probably the most used model for the information 
retrieval is the vector space model [27]. Each document in 
the document collection is defined by its keyword vector 
and each element of document representation in the vector 
space model is expressed by the frequency of each 
keyword in the document. This way the vector space 
matrix is determined. 

The latent semantic model comes from the vector 
space model where for the representation and reduction of 
the vector space matrix a singular value decomposition is 
used (SVD) [2, 9, 12]. It has two main advantages in 
comparison with vector space model. These are document 
space dimension reduction and catching similarity 
between documents that have different keywords. SVD 
algorithm can be used in the document retrieval model for 
principal component analysis, which expresses  the 
document relevance. Similarly, the independent 
component analysis can be used for extraction of 
statistically independent documents [4, 12]. 

Probabilistic model uses Bayesian conditional 
probabilities for association of the query and documents in 
a document set. The most significant probabilistic models 
are the binary probabilistic models, probabilistic relevance 
feedback models, Bayesian networks, inference network 
models and belief nets [2]. 

Recently, neural networks were applied in information 
retrieval models [2, 6, 19]. The advantage of this approach 
is the fact that in some cases it is difficult to find relations 
between quantities of the information processes. 
Therefore, these relations can be substituted by learning 
processes of the neural networks. Similarly, parallel 
structure and invariance of neural networks enable to 
speed up and simplify algorithms and processes of 
information retrieval. 

This paper is focused on the description of models for 
text document retrieval in a natural language by the feed-
forward and self-organizing neural networks and results 
which were obtained by them. 

 
3. FEED-FORWARD NEURAL NETWORKS FOR 

INFORMATION RETRIEVAL MODELS 
 

This type of neural networks is very often used for 
information retrieval models [2, 3, 18, 19]. The advantage 
of these neural networks is the simplicity of model 
description.  
 
3.1. Information retrieval by COSIMIR system 
 

System COSIMIR (COgnitive SIMilarity learning in 
Information Retrieval) [18] is proposed by a feed-forward 
neural network of back-propagation type and determines 
relevance between the query and the document (Fig. 1). 
The input of a neural network is represented with a query 
and a document; a query and a document are represented 
by a keyword vector. The output of a neural network 
determines the relevance between this query and 
document. 

A similar system to COSIMIR is the system described 
in [3]. The feed-forward neural network of back-
propagation type is also used there. The input layer 
consists of a binary representation of a word vector and 
the documents are represented by tf-idf weight scheme. 

The middle layer is used for the representation of a word 
and a document and the output layer determines how this 
word relates with document.  

 
 Document relevance to 
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of document and 
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Document 
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Query 
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Fig. 1  System COSIMIR 
 

 
3.2. Information retrieval by feed – forward neural 

network with spreading activation function 
 

Very often used representation of document set by 
keyword vector in Information retrieval models is the 
vector space model [2]. The vector space model is 
described by relative frequency matrix F of keywords in 
document set. The vector space model is created by rows 
of columns of documents d1, ... , dp which contain the 
keywords k1, … , kL and by relation 
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where dj is j-th document, P is the number of documents, 
ki is i-th keyword, L is the number of keywords, fij is 
relative frequency of the i-th keyword in the j-th document 
called also keyword weight. 

The query comes to this model by means of 
corresponding keyword set and the result is the document 
relevance to this query. Documents with greater relevance 
as is the given threshold are arranged by their relevance 
and are turning to the user as a result. 

For representation of the vector space model was used 
the neural network with spreading activation function [2, 
3, 5, 27] which can be represented as a feed -forward 
neural network with linear activation function (purelin) 

 
djdj netnetf =)(  (2) 

It has two layers, the input and output layer (Fig. 2). Each 
neuron in the input layer represents one keyword; the set 
of keywords represents the query. Each output neuron 
represents associated document or particular document 
relevance to the given query.  

This neural network is not trained. Its weight matrix W 
is acquired by assigning of vector space matrix F 
 

FW =    (3)  
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and the document vector ),...,,( 21 ndddD =  is calculated 
by 

 
mmjjjj kwkwkwd +++= ...2,211      (4) 

 
Large disadvantage of this approach is high dimension of 
vector space matrix for large number of documents. 
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Fig. 2  Neural network with spreading activation function 

 
3.3. Document space dimension reduction based on 

LSI model 
 

For large document collections the dimension of the 
vector space matrix F is high, what causes problems in 
text document set representation and high computing 
complexity in information retrieval. The dimension 
reduction of the vector space matrix solves Latent 
Semantic Indexing (LSI) [6, 9, 26]. LSI uses singular 
value decomposition (SVD) of a vector space matrix F to 
divide it on three matrices as can be seen 
 
F =  U . S . V (5) 
 
where F = F(i × j) is VSM matrix, U = U(L × M) is 
matrix of left eigenvectors, S = S(M × M) is diagonal 
matrix of positive singular values, and V = V(M × P) is 
the matrix of right eigenvectors. 

Dimension reduction of matrix F is performed by 
substitution of  sk ≈0 by sk=0  
 
sk ≈0 → sk=0 (6) 
 
and matrix of singular values S will be approximated by 
matrix of approximated singular values S ≈ SR, R<M and 
formula (5) will be substituted   by formula 
 
FR = U . SR . VT (7) 
 

After the dimension reduction, reduced matrix FR has 
fewer elements as original vector space matrix F. 

Decomposition of VSM matrix K can be performed by 
auto-associative neural network with three layers (Fig.3). 
Input and output layer represents documents expressed by 
keyword set in document set, hidden layer represents 
reduced document space where each hidden neuron 
represents its dimension. W1 and W2 is weight vector of 
hidden and output layer ind ci is hidden neuron for i – 
reduced dimension of document set. 

Input and output layer represents one document which 
is represented by a keyword vector  
  
Di = (k1i, ..., kMi)    for  i = 1, ..., N (8)  
 

Each input and output neuron represents the same 
keyword kki from the keyword vector kk of document dk. In 
the hidden layer of the neural network, the number of 
neurons is equal to the number R of approximated singular 
values of the reduced LSI matrix SR. During training phase 
the neural network uses the document vectors of VSM 
matrix, that are represented by keyword set and this way 
the hidden neurons are setting by back-propagation 
learning algorithm. 
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Fig. 3  Auto-associative neural network for LSI 
 
In the phase of testing the input documents come on 

the input of the network. The result is the vector ck  in the 
reduced document space 

   
ci= di WI (9) 
 
which solves the SVD computation problem. 

 
3.4. Document space dimension reduction based on 

PCA method 
 

The most common method of the document space 
dimension reduction, which represents analyzed 
documents, is the Principal Component Analysis (PCA) 
[9, 12]. The principal components of the projected 
document space are not correlated and have maximal 
dispersion. For the PCA representation by the feed-
forward neural network, the associative memory with 
Generalized Hebbian Learning Algorithm (GHA) can be 
used. This neural network on the PCA base was used for 
reduction keywords on principal components. 

 
3.5. Feed-forward neural network for relevance 

feedback model 
 

For the relevance feedback model the three-layer feed 
– forward neural network was used [9]. Each input neuron 
represents a query and each output neuron represents a 
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document. In the learning phase the user query was used 
as an input and the network was trained on the relevant 
output documents represented by a set of keywords. In the 
life phase the input was a query and the output was the 
first m - mostly activated new queries which are 
connected with given query (Fig. 5). 
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Fig. 4  Hebbian network 
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Fig. 5  Relevance feedback neural network 
 

 
4. INFORMATION RETRIEVAL MODELS BY 

KOHONEN SELF-ORGANIZING MAPS 
 

Kohonen self-organizing maps (SOM) [4, 11, 13 14, 
16, 21, 22, 25] use competition based learning rule. They 
have two layers and the output layer is arranged into two-
dimensional map with full connection.  
 
4.1. Information retrieval by SOM based system 

WEBSOM 
 

The WEBSOM system uses Kohonen SOM for 
document mapping [14, 16, 11].  As an input to SOM can 
be presented a vector of concepts, where concept 
represents reduced dimension of document set, acquired 
by [11, 17] as: 

 
1. random mapping method,  
2. latent semantic indexing, 
3. independent component analysis,   
4. word category map. 

 

This concept has p dimensions, where p<<n. In this 
paper the keyword representation vector of documents is 
used. 

Let { } n
inii Rkkk ∈= ,...,1  be an input keyword vector of 

document id  and each neuron in the output layer 
represents a document n

j Rtd ∈)( , i.e., output layer 
represents all set of documents. To one output neuron can 
be assigned more documents with similar keywords or no 
document depending on its position. The SOM learning 
algorithm has two steps: 
  
1.  input vector of keywords ik  of document id  is 

compared with a weight vectors W of all output 
neurons that represent the whole set of documents D . 
The most similar neuron in output layer is the winner 

wd , 
2.  winner wd  is found by re-calculation of weights in 

the learning process their neighborhood. 
 

Keywords
k(t) 

Document map d(t) 

 
 

Fig. 6  Kohonen self-organizing map   

 
For information retrieval in the large document 

collections the WEBSOM system was proposed in [13]. 
The development of WEBSOM system can be divided 
into four main steps [13]: 

 
1. document encoding, 
2. construction of large map, 
3. construction of user interface, 
4. alternative operations of user interface. 

 
After the training of this neural network the relevant 

documents are placed near to each other. Information 
retrieval is enabled by visualization, where the user can 
see, what document is where on the SOM map. Keywords 
can be reduced to the lower number of concepts by Latent 
Semantic Indexing and the document retrieval task is 
simplified. 

Independent component analysis method was 
compared with SOM in [4]. For small document collection 
have both methods similar results. 

 
4.2. Information retrieval in the large collection of 

documents by SOM based system WEBSOM2 
 

The WEBSOM system is too slow for large collections 
of data, so the WEBSOM2 system was developed which 
uses batch training algorithm so less computation in the 
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training phase is made what speeds up the training 
process.  

The experiments were made on 6 840 568 collection of 
abstracts in the electronic form in English language [13]. 
The headers were separated from the text at first.  Then 
the non-text information was discarded. The dictionary 
contained 733 179 words. Then the stop-words and the 
words occurring less then the 50 times were removed. At 
the end more than 122 524 abstracts which contained less 
than 50 words were removed. For the dimension reduction 
the random projection method was used. This method 
shows how many times occurs given keyword in the text. 
The words were weighted by using the Shanon entropy. 
From these data the SOM was created and was enlarged to 
be able to represent large collections of data. The 
precision of retrieval acquired by this experiment was 
64%. 
 
4.3. Document classification by Kohonen self – 

organizing neural networks 
 

In order to make the information retrieval more prime 
by the SOM information retrieval three new approaches 
were proposed [10].  First of them is the Extended 
Significant Vector Model (ESVM). ESVM comes out 
from the matrix of words and from the matched classes 
and from the vector space matrix.  

The second approach, the Hypernym Significance 
Vector Model (HSVM), solves the synonymy and 
polysemy problem by ontologies. The approach used here 
solves next problem: If it is not clear to which category 
the document belongs, then there are two different 
ontologies, which contain that word. There are the 
neighbors searched and the ontology that contains more 
words from the neighborhood is the right ontology.  

The third approach, the Hybrid Vector Space Model 
(HyM), combines the algorithm HSVM and classical 
SOM algorithm and improves both the algorithms. It uses 
a predefined parameter γ є (0,1), that influences the rate 
of supervised learning algorithm. 

Experiments were made on the RCV1 Reuters corpus 
[10]. There are 806 791 news articles. Each document is 
saved in XML format and has three different codes: 
industry code, regional code and theme code. Experiments 
relate to eight different topics that are reclassified to 40 
different topics. In these topics are classified 10000 
articles. Measures of these approaches are twofold: 
quantitative and qualitative. Quantitative measures are 
internal as a quantization error, or external, for example 
classification accuracy. The quantization error has the 
following form 

 

∑
=

−=
N

i
ii wkQE

1

 (10) 

 
where iw  is the weight vector of the winner neuron, 

ki is an input keyword and N is the total number of input 
vectors. From the quantization error can be counted the 
Average Quantization Error (AQE) and Mean 
Quantization Error (MQE).  

Let U be the total number of output neurons. Then 
AQE is defined on the base 

 

U
QEAQE =  (11) 

 
Let N be the total count of input neurons. Then MQE 

is defined as 
  

N
QEMQE =  (12) 

 
The classification accuracy is counted as a relation of 

well classified articles to all input articles.  
The two methods were compared, ESVM and SOM-

based Vector Space Model. ESVM showed better 
distinguishable results. It was also shown that connection 
of the neuron model with WorldNet ontology gives better 
results as a neural model without using ontology.  

 
4.4. SOM with LVQ learning algorithm for document 

classification and retrieval 
 

When it is possible to assign the documents to 
predefined classes, the LVQ algorithm can be used for 
document classification and retrieval. 

LVQ learning algorithm is the variant of the SOM 
learning which uses the supervised learning [15, 20]. It is 
a learning method based on competitive learning that 
enables to define a group of classes in the space of the 
input data by the reinforcement learning. 

To each class x the keyword vector ki is assigned. 
Algorithm chooses the input vector xi and balances it with 
each weight vector kw  by using the Euclidean distance || 
ki – wk || for all iterations. The winner will be the weight 
vector cw  the most near to ik  

  
{ }xixii wkwk −=− min  (13) 

 
The classes compete in order to find the most suitable 

class to input keyword vector. Only the winner class 
modifies its weights by using reinforcement learning that 
can be positive or negative, depending if it is the right 
class or not. So when the class is near the keyword vector 
increases its weights. On the other side, if the class of 
winner is different of the keyword vector class the weights 
far from the winner decrease. 

Let ( )tki  be the input vector in time t and  ( )twx  be the 
weight vector for class x in time t. The following 
definition determines the basic learning process for LVQ 
algorithm 

  
( ) ( ) ( ) ( ) ( )[ ]twtktstwtw cicc −+=+ α.1  (14) 
 

where s = 0 if k ≠ c and ( )twc  belongs to the same class 
and s = -1, otherwise. And for the learning rate is ( )tα , 
and ( ) 10 << tα  is recommended. 
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The experiments with proposed method were made on 
the collection of 1073 financial and news articles [15]. 
The LVQ algorithm was compared with SOM algorithm 
and the slight improvement in the document classification 
by LVQ method against the SOM method was detected. 

 
 

4.5. Document set representation by Growing 
Hierarchical Self Organizing Maps  

 
Growing Hierarchical Self Organizing Map (GHSOM) 

system helps to create growing SOM [21, 22]. These are 
used when an unknown number of documents is in the 
collection because these networks can adapt their structure 
and so their size. The whole process of neural networks 
creation starts with simple SOM of the dimension 2x2 
neurons. Each unit in this map can create a new SOM. It is 
possible to repeat this approach for the second layer, the 
third layer and also for the higher layers. Such a network 
can be applied in the system, where it is not known how 
much neurons will be needed.  

The first point of the growth of the network is created 
by a deviation from the input data in the first layer. To this 
neuron is assigned the weight vector [ ]Tnwwd 0010 ,...,= , 
where ijw  is j-th weight of i-th neuron. Input data 
deviation (mqe) is counted on the base 

 

kd
n

mqe −= 00
1  (15) 

 
Here k represents input vector of keywords and n is the 

number of input patterns.  
After the evaluation of 0mqe  is the training of the 

neural network transferred on the second layer over the 
neuron 0d . On this level the new SOM is created, which 
has a minimal number of units, (for example 2x2). To 
each neuron of this network a random value iw  is 
assigned. The weight vectors have then the same 
dimension as the input samples. The learning process of 
SOM continues as usual. The learning rate α  decreases 
with learning time.  

For the adaptation of created SOM in the second layer, 
the MQE is computed 

 

∑=
i

im mqe
u

MQE 1  (16) 

 
where u is the number of neurons in the SOM and  imqe  
is counted analogically as 0mqe  (13). 

The base of GHSOM is that each layer is used for 
some part of deviation from the input signal. This is made 
by an addition of units to the given layer of GHSOM. 
SOM can grow in each layer until the deviation of the 
preceding layer is reduced to the value mτ  or less. The 
lower the parameter mτ  is, the larger the new SOM is. For 
that reason until it is true that 0mqeMQE mm τ≥  for the 
first layer of map m, a new row or column is given to this 
map. This addition is made in the neighborhood of the 

neuron e with the largest value of emqe  after the λ  
training iterations. After this addition the α  value is set 
for its starting value and the training continues by the 
standard training process of the SOM. If 

0mqeMQE mm τ≤ , the growing process of SOM is 
stopped and the new layer is created. 

 
5. CONCLUSION 

 
The aim of this paper was to survey the feed forward 

and self organizing neural networks for text document 
retrieval system modeling. On the base of published 
results it can be said that the most frequently used model 
for document representation is the vector space model. 
Other models like boolean model and probabilistic models 
are more – less used only occasionally. Boolean model is 
very simple and is less accurate and then less used. 
Probabilistic models have more theoretical signification. 
Also when the VSM model is most suitable for document 
representation, it disadvantage is its high dimension of its 
matrix for large document collection. Its neural network 
representation leads to great structural complexity given 
by the large number of input and output neurons and 
synapses.  

In the text document retrieval of systems on the VSM 
model base, feed – forward neural networks were used, 
that obviously reflect the information retrieval system 
structure. Their structure is relatively simple and their 
learning process is in the long term used. For this reason is 
their application simple and easily verified. They are 
suitable for text document retrieval and classification on 
the keyword base for predefined document set structures. 
They are not suitable for large document collections. 

Document space dimension reduction based on VSM 
model can be realized by the LSI model on the base of 
SVD decomposition but SVD decomposition is 
computationally complex. The computation complexity 
problem can solve the auto-associative neural networks or 
PCA-based neural networks. 

In this area have its place also self-organizing neural 
networks that enable to realize the document classification 
on the supervised learning principles and enable to realize 
document clustering on the base of unsupervised learning 
also for large document collections. Their next advantage 
is the document set visualization in the Kohonen layer. 

In the case of growing SOM these neural networks 
enable to adapt the SOM neural network structure by the 
structure of modeled documents and this way can be 
suitable to realize the hierarchical models of the document 
collection. This principle can be used for document space 
dimension reduction and so it allows to reduce 
computational complexity of text document retrieval 
model. 

It is important to mention, that the keywords must be 
preprocessed at first. It means, that by user query which 
consist of the set of relevant meaningful words the 
keywords can be obtained. This stemming problem of 
relevant meaningful words by Porters algorithm [24] can 
be solved. In this case the neural networks thank 
invariability property can help solve the problem of 
keywords´ finding. 
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The advantage of above mentioned neural networks is 
simplicity of information retrieval systems modeling. The 
disadvantage of these neural networks is that nowadays 
state of theory does not solve the problem of keyword 
context that expresses the semantic character of text 
documents processing. Their application comes out from 
the user query syntax evaluation. On the base of survey in 
given area we can say that neural networks are promising 
approach for text document retrieval in natural language. 
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